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a b s t r a c t

The 3rd American Association of Pharmaceutical Scientists (AAPS)/Food and Drug Administration (FDA)
Bioanalytical workshop in 2006 concluded with several new recommendations regarding the validation
of bioanalytical methods in a report published in 2007. It was aimed to conciliate or adapt validation
principles for small and large molecules and an opportunity to revisit some of the major decision rules
related to acceptance criteria given the experience accumulated since 1990. The purpose here is to provide
a “risk-based” reading of the recommendations of 3rd AAPS/FDA Bioanalytical Workshop. Five decision
rules were compared using simulations: the proposed pre-study FDA and Total Error Rules, the rules
based on the ˇ-Expectation Tolerance and ˇ-�-Content Tolerance Interval and, finally, the 4-6-20 rule for
in-study acceptance of runs. The simulation results demonstrated that the ˇ-Expectation Tolerance Rule
controls appropriately the risk. The ˇ-�-Content Tolerance Interval was found to be too conservative,
cceptance criteria
isk
it-for-purpose

depending on the objective, and to lead to a high rate of rejection of procedures that could be considered
as acceptable. On the other side, the FDA and the AAPS/FDA workshop Total Error Rule, combined or not,
did not achieve their intended objective. With these rules, the risk is high to deliver results in study that
would not meet the targeted acceptance criteria. This can be explained because, first, there is confusion
between the quality of a procedure and the fitness of purpose of the results it could produce and, second,
between the initial performances of a procedure, for example evaluated during pre-study validation and

esult
the quality of the future r

. Introduction

The American Association of Pharmaceutical Scientists (AAPS)
nd the Food and Drug Administration (FDA) Bioanalytical Work-
hops organized in 1990 and 2000 workshops that permit
ignificant improvements and progresses in the practices for the
alidation of bioanalytical methods. The 3rd AAPS/FDA Bioanalyti-
al Workshop, held on May 1–3, 2006, in Arlington, VA, concluded

ith several new recommendations published in 2007 [1] that do

ot override the current FDA guidance [2]. The need of a 3rd Con-
erence was driven by two major elements: first the confirmation of
ew technologies in analytical sciences and second, the divergent

� This paper is part of a special issue entitled “Method Validation, Comparison and
ransfer”, guest edited by Serge Rudaz and Philippe Hubert.
∗ Corresponding author at: Laboratory of Analytical Chemistry, Institute of Phar-
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© 2009 Elsevier B.V. All rights reserved.

evolution of methodologies and technologies for conventional low
molecular weight analytes and macromolecules, the later becom-
ing more and more important in the development of new drug
substances and products.

This conference was an opportunity to understand the major
differences that exist between the quantitative determination of
low and large molecular weights molecules from a practical or lab-
oratory point of view while identifying and recognizing the need
to define harmonized approaches to demonstrate the validity of
quantitative bioanalytical methods. Both types of procedures, chro-
matographic and ligand-binding assays (LBA), are mainly used in
the development and commercialization of drugs for quantifying
the active substance, their degradation products, metabolites or the
excipients. The assessment of quality of a result should be indepen-
dent of the technology used to obtain it and from the size of the

molecule to quantify. This was a major challenge, since in this type
of debate objectives and practices to reach the objectives are usu-
ally embedded and confounded. Stated differently, the standard of
quality to achieve is more driven by what the technology permits
rather than by the needs. This attempt to achieve harmonization of

http://www.sciencedirect.com/science/journal/15700232
http://www.elsevier.com/locate/chromb
mailto:Ph.hubert@ulg.ac.be
dx.doi.org/10.1016/j.jchromb.2009.06.019
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pproaches reflects clearly a need, and proposals have already been
ade by other organizations such as International Conference on
armonization (ICH) in 2005 [3] or, with extensive details and prac-

ical proposals, by the Société Française des Sciences et Techniques
harmaceutiques (SFSTP) in 2003 [4], 2004 [5] and 2006 [6,7].

The 3rd Workshop was also an opportunity to revisit some of
he major statistical methodologies already proposed earlier by
umerous authors [8–12]. This was a legitimate objective given the
echnological progresses observed in computers and software since
990. Today all analysts can access to easy-to-use or automated
tatistical software and therefore, there is no more reason to main-
ain statistical recommendations that can be handled manually but
hat do not accomplish their intended objective: giving confidence
hat each measurement can be fully trusted. Since 1990, many
ublications have proposed appropriate approaches to answer in
tatistically sound manner to the various questions and issues
ncountered in analytical sciences. A recent review of nearly 20
ears of recommendations on analytical methods validation can be
ound in Rozet et al. [13].

The aim of the present study was to give a “risk-based” perspec-
ive on the proceedings of 3rd AAPS/FDA Bioanalytical Workshop
y comparing the proposals with the main statistical recommenda-
ions and methodologies published since Wilks’ paper in 1942 [14].
n excellent review presenting the state-of-art in the field of “Sta-

istical method in biological assay” was already published in a book
y Finney in 1978 [15]. Outside the regulatory world of pharma-
eutical industry, the ISO organization already published statistical
ecommendations and methodologies dedicated to the analysis of
alidation studies [16–22].

The statistical interpretation of the results obtained and the
nal decision about the validity or invalidity of an analytical pro-
edure and the associated risk should depend on consistent and
dequate definition of the criteria assessed. This leads to highly
ritical consequences since the validated analytical method will
e daily used in routine analysis (including batch release, stability
ssessment, establishment of shelf life, pharmacokinetic or bioe-
uivalence studies) for making decision about the utmost business
nd public health consequences.

The focus of the 3rd AAPS/FDA Bioanalytical Workshop, as
eflected in the report, was exclusively on the procedures them-
elves, the technologies, their condition of use, the preparation of
amples, the suitability tests to perform, the calibration standards,
s well as on the performance of the procedures. Giving limits or
uidelines for the good practice of analytical procedures is neces-
ary and valuable, but may not be sufficient. Not including from
he beginning the customers in the debate and in the definition
f criteria is not an optimal quality practice. All quality systems
ust be built by bringing together producers and customers for

nding agreements to ensure that the technology developed will
eliver what customers need. When dealing with analytical proce-
ures, the customer need is to obtain high quality results that can
e trusted to make critical decisions.

The consequences of disconnecting the producers and cus-
omers of the results in the writing of the guidelines may be of
wo types: first, the focus is on the performance of the procedures
nstead on the quality of the results, the very objective of a proce-
ure. Second, the limits of acceptance are defined based on current
echnological capabilities instead of being based on the meaning,
he use and the consequences of the results themselves. The first
onsequence impacts the risk of poor quality results, while the

atter make potentially procedures and therefore results not fit-
or-purpose. In the “risk-based” perspective analysis proposed here

e will only discuss the risk of poor quality results assuming that
he limits of acceptance have been appropriately determined in
ccordance with the use of the results.
r. B 877 (2009) 2235–2243

2. Quality of future results instead of performance of
procedures

What matters, in fine, are the results generated by a proce-
dure, not the procedure intrinsically. This will seem obvious to
most practitioners and all official documents always start by gen-
eral comments such as “The quality of these studies [bioequivalence,
pharmacokinetics (PK), and toxicokinetics], which are often used to
support regulatory filings, is directly related to the quality of the under-
lying bioanalytical data” [2]. The ICH Q2R1 [3] starts by stating that
“The objective of validation of an analytical procedure is to demon-
strate that it is suitable for its intended purpose.” The very purpose
and objective of an analytical procedure is to ensure that each of
the unknown quantity that the laboratory will have to quantify is
accurately determined. Note that the accuracy of a measurement is
taken here in its original sense and should be differentiated from the
bias of the procedure [13]. For example, when a pharmacokineti-
cist analyses the results of a study, what matter is the accuracy of
each concentration level used to fit the pharmacokinetic model. The
fact that the results come from an LC–MS/MS or an ELISA method
is not taken into account in pharmacokinetic analyses or models
and is basically ignored by the users of the results; this remain in
the area of expertise of the analysts that should apply best prac-
tices. In addition, the bias and the precision of the procedure are
also not taken into account into the analyses of the results; those
performance criteria again remain in the area of the analyst even if
performances have an impact on the accuracy of each future indi-
vidual result. What matters the most to users of the results is to
know how far the result is from the unknown true concentration
of analyte in the sample, i.e., the results accuracy. Therefore the
objective of validation of a bioanalytical procedure is to give to the
user of the results, as well as to the regulatory bodies, guarantees
that every single measure that will be performed in routine will –
likely – be close enough to the unknown “true value” of the sample,
i.e., that the measure will be accurate enough given its intended
use. Everyone will agree with such objectives for the pre-study val-
idation phase of a bioanalytical method. As reminded in the ICH
Q2R1 [3]: “The objective of the analytical procedure should be clearly
understood since this will govern the validation characteristics which
need to be evaluated.” The difficulty is to demonstrate the objective
is reached. From a statistical perspective there are two issues. The
first one is the confounding between the objective and the perfor-
mances of the procedure that produce the results. The underlining
assumption almost unanimously and unconsciously made is that
“good” methods provide “good” results. Indeed, procedures with
good performances, such as an acceptable bias and precision, do
not necessarily provide “good” results. However, good results are
necessarily generated by procedure with acceptable performances.
The second issue is that decisions are based on past performances,
not on the prediction of the quality of future results. At the outcome
of method validation, what should be known is if during its future
routine application, the procedure will generate reliable results.

3. Decision rules and control of risks

The conference proceeding [1] insists about the performance
criteria that need to be examined, estimated and reported. The
decision rule regarding the ligand-binding assays (LBA) for the
pre-study validation part states: “For a method to be considered
acceptable, it is recommended that both the interbatch imprecision

(%CV) and the accuracy, expressed as absolute mean bias (%RE) be
±20% (25% at LLOQ and ULOQ). As an additional constraint to con-
trol method error, it is recommended that the target total error (sum
of the absolute value of the %RE [accuracy] and precision [%CV] be less
than ±30% [±40% at the LLOQ and ULOQ]).” Later, when referring to
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n-study validation for ligand-binding assays, the same document
ndicates: “The recommended standard curve acceptance criteria for

acromolecule LBAs are that at least 75% of the standard points should
e within 20% of the nominal concentration (%RE of the back-calculated
alues)” while regarding the QCs, “At least 4 of the 6 QCs must be
ithin 20% of the nominal value.” For chromatographic procedures

he rule remains the same as stated in FDA 2001 [2]:“Acceptance
riteria: At least 67% (4 out of 6) of QC samples should be within 15% of
heir respective nominal value, 33% of the QC samples (not all replicates
t the same concentration) may be outside 15% of nominal value”. The
pirit from those proposed decision rules, as written, is that it is
xpected that each result coming from unknown sample is likely
o fall within the acceptance limits. This is indirectly assessed in
outine, on a run-by-run basis, by the observed proportion of QC or
tandard – at least 67% or 75% – falling within the limits. Note that
he objective is the likelihood each result from unknown sample
s within the limit. The proportion of QC samples is not the objec-
ive. QC samples are only used as a surrogate to ensure conditions
f use of the analytical procedure were acceptable for the run. If
he QC samples are acceptable, then the original estimate of this
ikelihood remains applicable for the unknown samples. The pro-
ortion of QC samples within acceptance limits during a run is a
oor estimate of the quality of the results of that run, particularly
hen a limited number of QC samples are used. It only indicates

hat the procedure performances are as expected during the run.
he assumption made here is that if the bias (expressed in %RE)
nd the precision (expressed in %CV) are both better than 20% (15%
or chromatographic procedures) during the pre-study validation,
hen results in the future are likely to fall with the same [−20%, 20%]
[−15%, 15%] respectively) acceptance limits. However the criteria
n individual results cannot be the same as the criteria on a mean
f many results.

More formally, the objective of a quantitative analytical pro-
edure is to be able to quantify as accurately as possible each of
he future unknown quantities that the laboratory will have to
etermine. In other terms, what all analysts expect from an ana-

ytical procedure is that the difference between the measurement
r observation (X) and the unknown “true value” �T of the test sam-
le be small or inferior to an acceptance limit � a priori defined (Eq.
1)):

� < X − �T < � ⇔ |X − �T| < � (1)

The acceptance limit � can be different depending on the use
f the results, it is the fit-for-purpose principle. The proposed � by
egulatory documents, so far is 20% for LBA and 15% for chromato-
raphic procedures. The adequacy of those proposed limits will not
e discussed here.

Therefore, the aim of the validation phase is to generate enough
nformation to have guarantees that the analytical method will pro-
ide, in future routine analysis, results that will likely be close to the
rue value without being affected by other elements present in the
ample, assuming everything else remain reasonably similar, e.g.
he conditions of use of the procedure have not been dramatically
hanged as compared to pre-study phase. This is assessed by the
C samples.

As already mentioned [5,11,13], the difference between a mea-
urement X and its true value �T is composed of a systematic error
bias or trueness as opposed to accuracy) and a random error (vari-
nce or precision). The true values of these performance parameters
re themselves unknown but can be estimated based on the (pre-

tudy) validation experiments and the reliability of these estimates
epends on the adequacy of these experiments (design, size). It is

mportant to underline that the performances are just estimated,
ith uncertainty, and therefore these estimates are not the true

erformances at all.
r. B 877 (2009) 2235–2243 2237

This implies that the objective of the pre-study validation is, first,
to provide estimates of the performance of the analytical proce-
dure and, second, using that information to predict the probability
of each future result during the in-study phase to be accurate, i.e.,
to fall within the acceptance limits. If the predictive probability of
accurate future results is high—say greater than 0.75, the procedure
will then be used in-study for routine determination of unknown
samples. Formally it means that, given the estimates of bias ıM and
precision (standard deviation) �M of the procedure, the objective
of the validation phase is to evaluate whether the predictive prob-
ability � of future results that will fall within the acceptance limits
is greater than a predefined minimal proportion, say �min. This can
be expressed mathematically as follows (Eq. (2)):

�̂ = E
ı̂M,�̂M

{P[|X − �T| < �]|ı̂M, �̂M} ≥ �min (2)

As indicated in the conference report or in the FDA 2001 guide
[2], suggested values for �min are 0.667 or 0.75: “At least 67% (4
out of 6) of QC samples should be within 15% of their respective
nominal value” or “. . ..at least 75% of the standard points should be
within 20% of the nominal concentration. . .”.

A practically simple and old solution already proposed by other
authors [5,12,13,23,24] to deal with the objective as formulated in
Eq. (2), is to compute the Tolerance Intervals [25,26] that should be
totally included within the acceptance limits [−20%, 20%] ([−15%,
15%] respectively). The Tolerance Interval will compute where,
likely, in the future the results will lie. This is easy to interpret and
to represent. The use of the ˇ-Expectation Tolerance Interval has
been shown as equivalent to the Uncertainty criteria in the ISO and
related regulations [27] and equivalent to the Bayesian predictive
interval for a single observation [28,29,30].

Some authors [12] recommend the ˇ-�-Content Tolerance Inter-
val (see [12,24] for details), which serves another objective as the
one proposed here. The subtle differences of interpretation will be
developed hereafter.

The ˇ-Expectation Tolerance Interval is defined as follows [25]
(Eq. (3)):

E�̂M,�̂M
{PX(�̂M − kE�̂M < X < �̂M + kE�̂M|�̂M, �̂M)} = ˇ (3)

while the ˇ-�-Content Tolerance Interval, also called the ˇ-Content
�-Confidence Tolerance Interval, is defined by Eq. (4):

P�̂M,�̂M
{PX(�̂M − kC�̂M < X < �̂M + kC�̂M|�̂M, �̂M) > ˇ} = � (4)

The difference is rather important and the choice depends on
the real question. The ˇ-Expectation Tolerance Interval can be
interpreted as the interval where each result has p = ˇ chance or
predictive probability to fall in the future [28,29], while the ˇ-�-
Content Tolerance Interval can be interpreted as the interval where
there is � confidence that a proportion ˇ will lie in the future. The
first one is about to the predictive probability of a single future mea-
surement while the second one is about the proportion of future
measurements, such as needed for QC or standard samples. The
confusion in the literature comes from the confounding between
probability and proportion. Asymptotically, or when a large num-
ber of results has been obtained, if each result has a probability
ˇ to fall within the interval, then ˇ% of them will be within this
interval: the proportion, aftermath, estimate this probability in fre-
quentist statistics. It is this probability for each result of unknown
samples that is the very criteria for quality, not where a propor-
tion of future QC samples may fall in the future. Having, in a run, 5
QC results out of 6 within the acceptance limits certainly does not

imply that there is 83% of the results of that run that are within
the acceptance limits and therefore accurate. Five out of six is a
promising indication that the run was performed appropriately,
but nothing else. Adding a confidence on this future proportion,
as introduced by the ˇ-�-Content Tolerance Interval, to guarantee
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hat most runs are likely to be accepted based on a proportion type
f rule is good business practices to minimize costs but is not rel-
vant to the very objective of validation. In reality, a proportion
f future results has limited interest, only the probability of each
ingle result matters: decisions will be made based on the qual-
ty of each of them, not based on the proportion of them being

ithin the acceptance limits, since they remain unknown sam-
les, as opposed to QC or standard samples. The other point of
iscussion, whatever the type of interval, is the selection of an
ppropriate Acceptance Level �min that will guarantee results of
uality. This is also linked to the number of runs to be rejected in
outine.

. Comparing decision rules for chromatographic assays

To compare and illustrate the capabilities of the various rules
roposed to declare if an analytical procedure will be able to per-

orm as expected (i.e., declared as valid), simulation studies have
een performed. The four Validation Decision Rules compared are:

1. FDA rule: the mean observed bias (%RE) must be less than 15%
and the intermediate precision (%CV) should also be less than
15%.

. Total Error Rule: the mean bias (%RE) plus (+) the intermediate
precision (%CV) must be less than 15%.

. The ˇ-Expectation Tolerance Interval must be included within

the [−15%, 15%] acceptance limits. Various values of ˇ will be
envisaged.

. The ˇ-�-Content Tolerance Interval must be included within the
[−15%, 15%] acceptance limits. Various values of ˇ will be envis-
aged but � , the confidence, will always be fixed at 95%.

ig. 1. Distribution of (virtual) procedures out of 20,000 that passed one of the four Vali
he validation phase that are within the acceptance limits [−15%, +15%].
r. B 877 (2009) 2235–2243

Procedures with “true” bias, intra-run and inter-run precision
have been simulated by using Eq. (5):

Xij = ı + �T + ˛i + εij+, ˛i∼N(0, �2
A), εij∼N(0, �2

E ),
�2

A

�2
E

= 1

(5)

with ı being the bias and �2
A, �2

E the between-run and the within-
run variance, respectively.

The ratio inter-run variance over intra-run variance is set equal
to 1, a value largely met for analytical procedures. The Intermediate
Precision (IP) variance is the sum of the intra-run precision and the
inter-run precision variances, i.e., IPX = �2

A, �2
E . For the sake of sim-

plicity, �T is set to 100 in the simulations. Those virtual procedures
are only envisaged at one (concentration or quantity) level �T and
therefore locally evaluated for their ability to be more or less on
target. In reality a range of concentration or quantities is covered.

Since the real true performances (bias, intermediate precision)
are unknown, procedures with true (relative) bias ranging from
−20% to +20% and with intermediate precision ranging from 4%
to 20% have evenly been chosen at random in the “space” of perfor-
mance. 20,000 different procedures have been simulated according
to this procedure and have been “virtually” run.

For each virtual procedure simulated the true probability � a
measure to fall with the acceptance limits [−�, +�] is computed as
follows (�T = 100) under normality assumption (Eq. (6)):

� = P(X − �T < �) − P(X − �T < −�)

= �

(
� − ı√

)
− �

(
−� − ı

)
(6)
�2
A + �2

E
�2

A + �2
E

Out of those 20,000, 6944 or about 35% of the virtual procedures
do have a true probability � to provide accurate results greater than
0.67.

dation Decision Rules as a function of the true probability of results obtained after
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First a “validation phase” that includes J = 6 runs with I = 6 inde-
endent replicates within each run was performed and the various
ecision rules applied using the J × I = 36 measurement generated
hat way. See Appendix A for computational details.

If a procedure passed a rule, then the procedure was used in vir-
ual “routine” for 500 additional runs of 36 measurements per run.
ach run included in addition 6 QC samples and the proportion of
uns with 4 or more QC samples within the acceptance limits [−15%,
5%] was summarized to estimate the percentage of runs accepted
sing the 4-6-15 rule in routine after the pre-study validation. The
rue probability of each virtual procedure declared as valid at the
re-study stage is also reported to evaluate the ability of each deci-
ion rule to reject inappropriate procedures and select the good
nes.

If ˇ, a minimum quality level, is fixed to 67% for pre-study deci-
ion rule, as suggested by the statement “Acceptance criteria: At
east 67% (4 out of 6) of QC samples should be within 15% of their
espective nominal value” then Fig. 1 shows, for each of the four
ules envisaged, the distribution of selected procedures accord-
ng to their quality levels, i.e., the true probability a result will fall

ithin the acceptance limits. The frequency is the number of (vir-
ual) procedures out of 20,000 that passed one of the four Validation
ecision Rules defined above. The first observation is that the FDA

ule clearly accepts a larger number of procedures (10,871 out of
0,000 = 54%) than the three other rules. As direct consequence of
his, given virtual procedures are selected at random, 39% of the
rocedures claimed as “valid” using the FDA decision rule do in fact
ave a true probability to produce results within the acceptance

imits smaller than 0.67, the intended minimum quality level tar-
eted. It means that using this rule there is only about 60% chance
hat the selected procedure will provide results whose probabil-

ty to be in the acceptance limits is greater than or equal to 0.67.
ymmetrically there are about 40% of the procedures declared as
valid” when using the FDA rule, whose individual results have a
robability smaller than 0.67 to be within the acceptance limits. The
isk of inaccurate results is therefore high and without control with

ig. 2. Distribution of (virtual) procedures out of 20,000 that passed successfully one of th
he 4-6-15 rule during the in-study validation. The vertical bar represents the 90% arbitra
r. B 877 (2009) 2235–2243 2239

this commonly recommended and used rule. The Total Error Rule,
however, like the ˇ-Expectation Tolerance Interval appears to be
more appropriate when the quality level is targeted to be 67%. Both
decision rules accept respectively only 20% and 18% of the 20,000
virtual procedures. With the Total Error Rule there is only 6% of
validated procedures whose true probability of accurate results are
slightly inferior to 0.67. The same applies to the ˇ-Expectation Tol-
erance Interval with about 5% chances to select procedure that may
not meet the minimal quality level, a risk acceptable. In addition,
with these two rules, about 55% of the truly valid procedures (true
�min > 0.67) are declared as valid. The fact that the Total Error Rule
and the ˇ-Expectation Tolerance Interval Rule are very comparable
when the quality level is set to 67% is intuitively consistent: the
interval around the mean + or − one standard deviation, according
to the normal distribution, contains 67% of the values. With the ˇ-
�-Content Tolerance Interval (67%-content and 95%-confidence) as
rule, however, only 8% of the 20,000 virtual procedures are declared
as valid and the risk to keep a procedure whose true probability to
provide accurate results being smaller than 0.67 drop below 1%.
But this is too conservative since there are about 78% of truly valid
procedures that are declared as not valid and not retained using
this decision rule. The major drawback of the last rule is that there
is very little chance of accepting procedures, even an acceptable
one. The use of the ˇ-�-Content Tolerance Interval is therefore not
recommended for this purpose as previously mentioned, i.e., the
rule is for the proportion of results, not for the probability a result,
whatever the result, is in the acceptance limits. This latter is not
economically appropriate because it limits drastically the number
of truly valid methods that may be selected as such.

Fig. 2 shows the distribution of proportion of accepted runs out
of 500 runs simulated for same procedures declared as valid after

the pre-study phase as in Fig. 1, still using the same quality level 67%.
The frequency is the number of (virtual) procedures out of 20,000
that have been simulated. When using the FDA rule, there are very
high chances to select and use in routine procedures showing a low
proportion of runs being accepted in routine. If the run acceptance

e four Validation Decision Rules as a function of proportion of runs accepted using
ry proportion of run accepted.
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ule prevents releasing poor quality results, the FDA rule is nev-
rtheless not recommendable from an economical point of view.
sing as a simple rule-of-thumb that ideally 90% of the runs per-

ormed in routine should be accepted to bring confidence in the
esults obtained, then with the FDA rule, about 76% of the “valid”
rocedures do not achieve this minimum proportion of 90% of runs
ccepted as opposed to 42% when using the Total Error Rule, 36%
ith the ˇ-Expectation Tolerance Interval Rule and about 5% for

he few procedures that passed the ˇ-�-Content Tolerance Interval
ule. This latter result about the ˇ-�-Content Tolerance Interval is
s expected since the confidence � was set to 95%: therefore only
% of the runs have less than 67% (ˇ) of QC samples within the
cceptance limits.

As already suggested, increasing the quality level �min to 80%,
nstead of 67%, is a way to give appropriate guarantees that both 90%
f the runs will be accepted using the 4-6-15 rule in routine and that
ach result has a high probability, namely 0.8, to be accurate. That
ay two objectives are reached with one stone: more quality results

nd higher economical efficiency of the laboratories since less runs
ill need to be reprocessed.

Fig. 3 shows the distribution of the “valid” procedures, out of
0,000, as a function of the proportion of accepted runs after deci-
ion to use them has been made using the ˇ-Expectation Tolerance
nterval Rule, for 4 values of ˇ: 67%, 80%, 90% and 95%. Clearly, as
xpected, the chances to have a high number of runs accepted in
outine are directly linked to the quality level targeted using the tol-
rance interval. When ˇ, the quality level, is set to 80%, on average

5% of the runs are accepted and there is less than 2% chances a pro-
edure declared as valid in pre-study phase will result in less than
0% of the runs being accepted. Increasing the value of ˇ to 90%
r 95% obviously will increase the future proportion of accepted
uns, to 96% and 99% respectively, but will dramatically decrease

ig. 3. Distribution of (virtual) procedures out of 20,000 that passed successfully the ˇ-Exp
f proportion of runs accepted using the 4-6-15 rule during the in-study validation.
r. B 877 (2009) 2235–2243

the chances to accept a procedure during the validation phase from
18% to 11%, 6% and 3% respectively. With the ˇ-Expectation Toler-
ance Interval a trade-off between today’s acceptance of procedures
and tomorrow’s acceptance of runs can be found. The same applies
to the accuracy of the future results that will be produced when
using this rule for decision (Fig. 4).

Fig. 4 shows the distribution of true probabilities of a result to
be within the acceptance limits when the ˇ-Expectation Tolerance
Interval Rule is envisaged for declaring a procedure valid for vari-
ous quality level ˇ levels ranging from 67%, 80%, 90% to 95%. As it
appears in Fig. 4, with this rule there are guarantees that only pro-
cedures that are likely to provide results with a predefined quality
level are selected appropriately, i.e., without being too liberal or too
conservative. There is only 5–10% risks to have procedures whose
quality level may be slightly below the targeted quality level ˇ. This
is an acceptable risk that can be improved by increasing the num-
ber of experiments to perform during the validation phase to have
better estimates of procedure’s performance.

5. Comparing decision rules for ligand-binding assays

Still in the proceeding of the conference, there is a new pro-
posal and subtle change that has been introduced specifically for
the ligand-binding assays (LBA). The new acceptance criteria states:
“For a method to be considered acceptable, it is recommended that
both the interbatch imprecision (%CV) and the accuracy, expressed as
absolute mean bias (%RE) be ±20% (25% at LLOQ and ULOQ). As an addi-

tional constraint to control method error, it is recommended that the
target total error (sum of the absolute value of the %RE [accuracy] and
precision [%CV]) be less than ±30% [±40% LLOQ and ULOQ]. The pro-
ceeding states that “The additional constraint of total error allows for
consistency between the criteria for pre-study method validation and

ectation Tolerance Interval Rule for values of ˇ: 67%, 80%, 90% and 95% as a function
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Fig. 4. Distribution of (virtual) procedures out of 20,000 that passed the ˇ-Expectation Tolerance Interval Rule for different values of ˇ: 67%, 80%, 90% and 95% as a function
of the true probability of having accurate results, i.e., within the acceptance limits [−15%, +15%]. The vertical line is the corresponding ˇ value chosen.

Fig. 5. Distribution of (virtual) procedures, out of 15,000, that passed one of the four Validation Decision Rules as a function of the true probability of producing accurate
results, i.e., within the acceptance limits [−20%, +20%]. The vertical bar is the 67% quality level.
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n-study batch acceptance”. Let us investigate by simulation if the
nnounced objective is met. For the LBA, the four pre-study deci-
ion rules that will be compared with respect to their performances
re:

1. FDA rule: the mean observed bias (%RE) must be less than 20%
and the intermediate precision (%CV) should also be less than
20%

. Total Error Rule: the sum of the mean bias (%RE) and the inter-
mediate precision (%CV) must be less than 30%.

. Combined Rule: FDA rule and Total Error Rule should be satisfied.

. The ˇ-Expectation Tolerance Interval must be included within
the [−20%, 20%] acceptance limits. ˇ = 67% will be envisaged.

As for the simulated procedures in the previous section, the ratio
nter-run variance over intra-run variance is set equal to 1. Since
n the real world the true performances (bias, intermediate pre-
ision) are unknown, procedures with true (relative) bias ranging
rom −30% to +30% and with intermediate precision ranging from
% to 30% have been evenly chosen at random in the “space” of per-
ormance. 15,000 procedures selected according to this procedure
ave been “virtually” run. First a “validation phase” that includes 6
uns with 6 independent replicates within each run was performed
nd the various decision rules applied. If a procedure passed a rule,
hen the procedure was use in virtual “routine” for 500 runs of 36

easurements per run. In addition, 6 QC samples per run were
erformed and the proportion of runs with 4 or more QC within
he acceptance limits [−20%, 20%] was computed to estimate the
ercentage of runs accepted using the 4-6-20 rule.

As can be seen in Fig. 5, the Total Error Rule for LBA procedures
ere is performing as poorly as the conventional FDA rule. This
esult may contrast with the nice properties of the similar decision
ule as noticed about the procedures in the previous section that
ould be assimilated to chromatographic procedures (see Fig. 1).
ut the major difference here is that, because of misunderstand-

ng about the concept of Total Error, the acceptance limits for the
otal Error have been expanded from 20% to 30%, while with the
hromatographic procedures the 15% limits was kept for all rules.
herefore by enlarging to 30%, and even by combining both FDA (at
0%) and Total Error (at 30%) rules, the risk is high – about 30% – to
elect procedures with true low quality levels and thus producing
esults that have low probability to be accurate. This unfortunate
roposal comes from the recurrent confusion that exists between
ias and accuracy, between performance of procedures and accu-
acy of results. The proposal is presented as an improvement to
ncrease the quality of future results, but in fact this proposal has no
ffect on the quality of the procedures that could be claimed as valid
nd therefore this proposal does not reduce the risk of producing
naccurate results.

. Conclusion

The proposed rules based on the observed bias and precision fail
o achieve their intended objective and risks are very high to release
esults of low quality. This risk is hidden by the fact that more proce-
ures can pass the decision rules and therefore is largely perceived
s an appropriate rule for procedures, but it is not an appropriate
et of rules for the results themselves. The simulation studies high-
ight, by examining the quality of results and runs, the undesired
onsequences of pre-study decision rules that have not been care-

ully examined and tailored for their purpose. The performances
f an analytical procedure are not known after validation studies,
hey are simply estimated with uncertainty. Due to the important
nd pivotal role played by quantitative procedures, statistically and
isk sounds methods for making decisions should be applied. The
r. B 877 (2009) 2235–2243

matter is not always obvious and straightforward to understand,
indeed, but the complexity of the concepts is not a valid excuse for
using inappropriate methods. Proper statistical solutions for this
purpose exist and have been proposed in the literature since 1942
and today’s computational facilities make those proven approaches
available to all analysts. In the world of analytical sciences, it is not
the procedure that is released: it is the guarantee that it will produce
quality results in the future that is released. The simulation stud-
ies presented here clearly show that no such guarantee is available
using the regulatory rules such as the FDA rule and the AAPS/FDA
workshop interpretation of Total Error Rule as defined in [1]. As
anticipated and known from a theoretical point of view, the ˇ-
Expectation Tolerance Interval is providing the waited guarantees
about future results given past estimated performances. Customer’s
risk and producer’s risk are even duly balanced. The risks are chosen
and known by the analyst upfront. Patients, industry and regulatory
bodies will all benefit when moving into that direction.
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Appendix A. Computational details

When the true nominal value �T is set to 100 for the sake of
simplicity, the following statistics were estimated on the 36 mea-
surements of pre-study validation phase for obtaining and applying
four pre-study rules:

ı̂ = 1
IJ

∑
ij

Xi − �T = �̂ − �T, is the estimated bias.

MSE = 1
J(I − 1)

∑
ij

(Xji − X̄.i)
2
, MSA = 1

J − 1

∑
j

I(X̄.i − X̄)
2

�̂2
X = 1

J(I − 1)
MSA +

(
1 − I

J

)
MSE,

is the estimatedintermediate variance.

J is the number of runs and I the number of independent replicates
within each run. For the simulation I = 6 and J = 6.

The Tolerance Intervals were estimated as follows:

TI = [�̂ − k�̂X, �̂ + k�̂X ]

When the ˇ-Expectation is considered, then:

k = kE = tf,(1+ˇ)/2

√
1 + 1 − 1

NE
with

f = (MSA + (J − 1)MSE)2

(1/(I − 1))MSA2 + ((J − 1)/I)MSE2

the degrees of freedom of the t distribution

When the ˇ-�-Content Tolerance Interval is considered, then:
k = kC = z(1+ˇ)/2 1 + 1/NE

×
√

1 + 1/�̂2
X

√
H2

1(1/J)2MS2
A + H2

2(1 − 1/J)2MS2
E
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ith H1 = 1
F1−�;1/J;∞

− 1, H2 = 1
F1−�;1−1/J;∞

− 1

E = I(MSA + (J − 1)MSA)/MSA, the effective sample size. The four
re-study validation rules become:

FDA rule: �̂2
X /�̂ < � and ı̂ < �

Total Error Rule: �̂2
X /�̂ + ı̂ < �

ˇ-Expectation Tolerance Interval Rule: [�̂ − kE�̂X, �̂ + kE�̂X ] ⊂
[−�, +�]
ˇ-�-Content Tolerance Interval Rule: [�̂ − kC�̂X, �̂ + kC�̂X ] ⊂
[−�, +�]
LBA FDA & Total Error Rule: �̂2

X /�̂ < 20% ∩ ı̂ < 20% ∩ �̂2
X /�̂ + ı̂ <

30%
with � = 15% or 20%
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